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Outline

 A Knowledge Graph in Need is a Good Knowledge Graph Indeed

 Mining Unstructured Text for Multi-Dimensional Structured Information

 Understanding Semantics: Text Embedding and Discriminative Topic Analysis

 Organizing Data in Hierarchical Conceptual Space: Hierarchical Topic Mining

 Organizing Documents in Multi-Dimensional Space: Text-Cubes

 Construction of Multi-Dimensional Knowledge Graphs 

 Looking Forward
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Why Multi-Dimensional Knowledge Graphs?

 General knowledge graphs
 Many existing human-constructed knowledge graphs
 Active research
 Automated and incremental construction of KGs

 Why Multi-Dimensional Knowledge Graphs?
 General KG could be too general to fit concrete problems
 Properties/links could be conditional on time, location, situation, …
 Major challenges on construction/mining Multi-Dimensional KG
 Data: 80%+ of big data is in the form of text/natural language/social 

media:
 Unstructured, noisy, dynamic, …, but inter-related
 Automatic construction of MD KG from text
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Text Embedding: Dimensionality Reduction in Text

 Embed one-hot vectors into lower-dimension space: Address “curse of dimensionality”
 Unsupervised learning of text representations: A milestone in NLP and ML
 Word embedding captures useful properties of word semantics
 Word similarity: Words with similar meanings are embedded closer
 Word analogy: Linear relationships between words (e.g., king − queen = man−woman)

Word Similarity
Word Analogy

Typical embedding methods:
Word2Vec
GloVe
fastText

Trained in Euclidean space
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Spherical Text Embedding [NeurIPS’19]
 Previous text embeddings (e.g., Word2Vec) are trained in the Euclidean space

 But used on spherical space—Mostly directional similarity (i.e., cosine similarity)

 Word similarity is derived using cosine similarity

 Word clustering (e.g., TaxoGen) is performed on a sphere 

 Better document clustering performances when embeddings are normalized and 
spherical clustering algorithms are used
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Joint Embedding: Integrating Local and Global Contexts

 Local contexts can only partly define word semantics in unsupervised word 
embedding learning

 Design a generative model on the sphere that follows how humans write articles:

 First a general idea of the paragraph/doc, then start to write down each word 
in consistent with not only the paragraph/doc, but also the surrounding words

Local contexts of 
“harmful”

Document/
Paragraph (𝑑𝑑)

Center Word 
(𝑢𝑢)

Surrounding Word 
(𝑣𝑣)
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JoSE: Performance & Case Studies
 Document classification

 Training efficiency

 Decoding acronyms  Distinguishing antonyms with embedding
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 Traditional text embedding (e.g., Word2Vec, GloVe, fastText, JoSE)
 Mapping words with similar local contexts closer in the embedding space
 Not imposing particular assumptions on the type of data distributions  
 CatE: Category Name-guided Embedding [WWW’20]

 Weak guidance: leverages category names to learn word embeddings with 
discriminative power over the specific set of categories

Discriminative Topic Mining via Category Name-Guided Embedding

 CatE: Inputs

 Category names + Corpus

 CatE: Outputs 

 The same set of celebrities are 
embedded differently given 
different sets of category names
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Comparative Evaluation of Discriminative Topic Mining

[WWW’20]
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Hierarchical Topic Mining via Joint Spherical Tree 
and Text Embedding [KDD’20]

 JoSH: A joint tree and text embedding method
 Simultaneously modeling of the category tree structure in the 

spherical space
 Effective category representative term discovery
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Hierarchical Topic Mining via Joint Spherical Tree 
and Text Embedding [KDD’20]

 Automatic ontology construction from corpus
 Hierarchical embedding & discriminative topic mining
 JoSE [NeurIPS’19], CatE [WWW’20], JoSH [KDD’20]
 Multiple pieces collaborated with Google, MSR, Amazon

 Weakly supervised Doc classification and knowledge-base construction
 WeSHClass [AAAI’19] and EvidenceMiner [ACL’20] (COVID’19 analysis)

Weakly supervised classification
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Seed-guided Taxonomy Construction: CoRel [KDD’20]

 Step 1: Extract user-interested terms from the corpus to enrich the semantics of each 
node, and to generate candidate terms for subtopic finding. (Concept Learning)

 Step 2: Capture seed relations and transfers the relation to non-leaf nodes for subtopic 
finding. (Relation transferring)

 Step 3: Discover common root concepts by transferring the relation to top, and new topics 
can then be explored through potential root nodes. Enrich new nodes by representative
terms. (Relation transferring + Concept Learning)
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Qualitative/Quantitative Evaluation
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Cube Construction: Which Document Goes to Which Cell? 

 Cell-based Document Allocation

 Which document goes to which cell?

Dimensions

USA
China

Japan
Economy

Sports

Politics
2014

2015
2016

Documents

Text Cube

Sports

Politics

Economy

Topic
Dimension

USA

China

Russia

Location
Dimension

2015 2016 2017

Time Dimension

Corpus

I
D

Document Content

1 … The super bowl is on air from Chicago, Illinois. The
NFL has decided that best coach of 2017 is from…

2 … make a speech in Shanghai that economy plan is
to make sure manufactory industry of China…

3 … in Dec 2015, attacks continued in France for two 
more days, taking the lives of six others

Doc2Cube: Constructing Cube from Massive Docs: ICDM’18
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How to Put Documents into the Right Cube Cell? 

 Major challenges on putting docs into the right cell
 Few would like label the “training sets”
 So many cells, so many documents
 Dimension values are often “under-represented”
 E.g., Topic dimension: Sports, economy, politics, ….
 Documents are often “over-represented” on single 

dimension
 Ex.  “ … … The super bowl is on air from Chicago, Illinois.

The NFL has decided that best coach of 2017 is from …
 Our methodology: Dimension-aware joint embedding

 Constructing an L-T-D (label-term-document) graph

EconomyPoliticsSports

Labeled docs
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Constructing Text Cubes with Massive Data, Few Labels

 Dimension focusing—Dimension-Focal Score, a discriminative measure
 A term t is “focal” to dimension L
 The documents with t has very imbalanced labels (KL-divergence can be a good 

measure)
 Ex. 

 Label expansion: Combining two measures for seed expansion
 Discriminativeness

 Using focal score

 Popularity

 Example:

0

0.2

0.4

0.6

0.8

Economy Sports Politics Arts

term "stock market" on Topic Dim

0

0.1

0.2

0.3

0.4

China USA Japan German

term "stock market" on Location Dim
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WeSTClass: Weakly Supervised Text Classification
 Modeling class distribution in word2vec embedding space

 Word2vec embedding captures skip-gram (local) similarity (i.e., words with 
similar local context windows are expected to have similar meanings)

WeSTClass (Weakly Supervised Text Classification): CIKM’18
WeSHClass (Weakly Supervised Hierarchical Text Classification): AAAI’19
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WeSTClass:  Overall Classification Performance

Micro-F1 scores:

Macro-F1 scores:

❑ Datasets: (1) NYT, (2) AG’s News, (3) Yelp 
❑ Evaluation: use different types of weak supervision and measure accuracies
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Construction of Multi-Dimensional Knowledge Graphs 

 Layout structure of MD Knowledge graphs
 Essentials: dimensions, levels and properties (attributes)
 COVID-19: dimensions (e.g., time, location, situation, …) 
 To study different aspects on COVID-19, construct theme-

based KGs (e.g., origin, spread, medication, vaccine, …)
 (Weighted) nodes/edges extracted from text mining
 Constructed dynamically or materialized into multi-

graphs
 Context-based knowledge graph construction
 Graph mining and embedding methods can then be 

explored on such graphs
 A wide-open area for research
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MissionCube:  Analysis of 
Different News Data Sets: 

HK Protests
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category names and three 

examples from the experts

Category representative phrases generated automatically

Analysis of Hong Kong Protests
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Discriminative Topic Mining on COVID-19 Data

 Dataset: Covid-19 Literature Data
 Link provide in Whitehouse call 
 # of Documents: 9,000
 # of Tokens: 46,540,112
 Vocabulary size (unique token): 30,223

Distinct Topic Mining on Virus Type: On Age Group:

On Given Categories:
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NER Result Visualization: Scientific Literature

Xuan Wang, Xiangchen Song, Bangzheng Li, Yingjun Guan and Jiawei Han, “Comprehensive Named Entity Recognition on CORD-19 with Distant or Weak 
Supervision”, 2020 Intelligent Systems for Molecular Biology (ISMB’20), Abstracts (oral and poster), July 2020
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EvidenceMiner: Theme-Specific Text [ACL’20]
• Xuan Wang, Weili Liu, Aabhas Chauhan, Yingjun Guan and Jiawei Han, “Automatic Textual Evidence Mining in COVID-19 

Literature”, 2020 Intelligent Systems for Molecular Biology (ISMB’20), Abstracts (poster), July 2020
• Xuan Wang, Yingjun Guan, Weili Liu, Aabhas Chauhan, Enyi Jiang, Qi Li, David Liem, Dibakar Sigdel, John Caufield, Peipei

Ping and Jiawei Han, “EVIDENCEMINER: Textual Evidence Discovery for Life Sciences”, ACL’20 (System demo), July 2020
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Looking Forward: From Massive Text to Multi-D KGs
 To make KG solve real problems: We need multi-dimensional, situation-based  

knowledge graphs
 Key challenge: Automatically construct such knowledge graphs from text data

Heterog. networks

Phrases

Typed entities

Text Corpus

Knowledge 

General KB
Multi-dimensional Cubes
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